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B B Context of ADaP

* Number 1 reason for students to enroll in ADaP:
 “Gain more experience in Al ASIC design”

« Components of Al ASIC design:
* 1. Logic & Transistor Circuits and low-level blocks:

= how to achieve desired function of low-level chip building

blocks
= state machines and clocking
= performance/cost/power tradeoffs
= physical realization concerns (floorplanning, clock
= distribution, pwr distribution)
= Provides “Bottom-up” knowledge
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B B Context of ADaP

« Components of Al ASIC design:

2. Chip Architecture and high-level blocks:

* How building blocks are assembled to
achieve high-level
 functionality

* The programmable architectures start
from a standard “execution model” —
ISA

 Accelerators start from an algorithm or
set of algorithms.

* Provides “Top-down” knowledge
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second-gen 3nm process
19 billion transistors

CPU: 6-core CPU, 2 high-performance
cores, and 4 high-efficiency cores

GPU: 5-core with support for ray tracing

Neural Engine: 16-core, 35 trillion
operations per second



B B Context of ADaP
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Al ASIC
« Components of Al ASIC design:

» 3. Going Intelligent
 Instrumentalism perspective of Al &

Machine Learning (ML) fundamental

knowledge ML Basics Hard\fvare
Design
» Use Pytorch framework to obtain/export
models
* Provides “Software-Hardware Co-design”
knowledge
L
: FPGA/ASIC
MCU TinyML ———

Our projec



I8 B Project: General Purpose VIP

* Group of 2
« Vector In-Memory Processor (VIP)

Instruction

Decode

Vs conventional vector processor:
Combing register & ALU >> PIM-Based VALU

PIM

Based VALU
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B Grading
. Assignment 1 10%
Assignment : 20%
Assignment 2 10%
In-Class Update 5%
. Project Update 1 5%
Presentation : 40%
Project Update 2 5%
Final Presentation 25%
Paper Final Paper 40% 40%

Late homework incur penalties as follows:

- Submission is 0-24 hours late: total score is multiplied by 0.9

- Submission is 24-48 hours late: total score is multiplied by 0.8
- Submission is more than 48 hours late: total score is multiplied by the Planck constant (in J-s)
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You are encouraged to complete the
assignments/projects with peers
v discussion

v/ compare your answers

But DO NOT COPY
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B M This course prepares you as an digital designer

« What we assume you already knows:
 Basic digital logic
« Know the basics of CMOS technologies
* Python & C, knows how to code

You now ‘ ADaP Course

‘ You @ this end of this semester

 You will become (at least):
« A master of Verilog HDL
A rookie of In-Memory Computing
A rookie of CPU hardware designer
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Intelligence might be defined as the ability to learn and perform suitable techniques to solve problems and
achieve goals, appropriate to the context in an uncertain, ever-varying world.
« A fully pre-programmed factory robot is flexible, accurate, and consistent but not intelligent.
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Artificial Intelligence (Al), a term coined by emeritus Stanford Professor John McCarthy in 1955, was defined
by him as “the science and engineering of making intelligent machines”.

Machine Learning (ML) is the part of Al studying how computer agents can improve their perception,
knowledge, thinking, or actions based on experience or data.

Al-Definitions-HAl.pdf (stanford.edu)



https://hai.stanford.edu/sites/default/files/2020-09/AI-Definitions-HAI.pdf
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In supervised learning, a computer learns to predict human-given labels, such as dog breed based on labeled dog
pictures; unsupervised learning does not require labels, sometimes making its own prediction tasks such as
trying to predict each successive word in a sentence;

reinforcement learning lets an agent learn action sequences that optimize its total rewards, such as winning
games, without explicit examples of good techniques, enabling autonomy

Deep Learning is the use of large multi-layer (artificial) neural networks that compute with continuous (real
number) representations, a little like the hierarchically organized neurons in human brains.
 [tis currently the most successful ML approach, usable for all types of ML, with better generalization from
small data and better scaling to big data and compute budgets.

Narrow Al is intelligent systems for one particular thing, e.g., speech or facial recognition.
Human-level Al, or Artificial General Intelligence (AGl), seeks broadly intelligent, context-aware machines. It is
needed for effective social chatbots or human-robot interaction.

Al-Definitions-HAl pdf (stanford.edu)



https://hai.stanford.edu/sites/default/files/2020-09/AI-Definitions-HAI.pdf
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HARDWARE TECHNOLOGIES USED IN MACHINE LEARNING
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Performance & Functionality
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Power?
Area? Volume?

Performance?

¥

Application-Specific Integrated Circuits (ASIC)



N B Specs & Definition

 Energy Efficiency/Power Efficiency:
 Unit: Op/J [operations per Joule] ~ TOPS/W
 Unit: OPS/W [operations per second per watt] ~ TOPS/W
* Throughput/Power
» Peak/Average/Sparse

* Examples:

* Processor A does INT8 Add, 1k times/second, power: TmW, what is the
energy efficiency?

* Processor B does FP64 Multiply, 100 times/second, power: TmW, what
is the energy efficiency?

FLOPS/W
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B Example

Jetson AGX Xavier Series

AGX Xavier AGX Xavier Industrial N V I D IA J AG X X 2
Al Performance 32 TOPS 30 TOPS
, , ERTEENSBN A FE
GPU NVIDIA Volta architecture with 512 NVIDIA CUDA cores and 64 Tensor cores

8-core NVIDIA Carmel Armv8.2 64-bit CPU

CPU 8MB L2 + 4MB L3
DL Accelerator 2x NVDLA
Vision Accelerator 2x 7-Way VLIW Vision Processor
Safety Cluster Engine - 2x Arm Cortex-R5 in lockstep 8x PCle Gen4 | 8x SLVS-EC 8x PCle Gen4
UPHY 3x USB 3.1 3x USB 3.1
" 326B 256-bit LPDDRéx 326B 256-bit LPDDRéx (ECC support) Single Lane UFS Single Lane UFS
emory 136.56B/s 136.56B/s
Power 10W | 15W | 30W 20W | 40W
Storage 32GB eMMC 5.1 64GB eMMC 5.1
Networking 10/100/1000 BASE-T Ethernet
Display Three multi-mode DP 1.2a/e DP 1.4/HDMI 2.0 a/b
. . , . .
What is the Jetson AGX Xavier's energy efficiency? other 10 USB 20

UART, SPI, CAN, 12C, I12S, DMIC & DSPK, GPIOs

100mm x 87mm
Mechanical 699-pin connector
Integrated Thermal Transfer Plate



N B Specs & Definition

» Area Efficiency:
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 Unit: OPS/mm? [operations per second per mm?]

« Throughput/Area
» Peak/Average/Sparse..

 Memory Density:
e Unit: bit/mm?2 [bit per mm?]
« Storage Capacity/Area

Processor A does INT8 Add, 1k
times/second, area: 10mm?, what is
the area efficiency?

Memory A has 1Kb, area: 10mm?, what
is the density?



7.7 HEIE

]

[Tl

. BHER

CLOUD “‘ « 5
[l

EDGE
Service delivery
Computing offload
loT management
Storage & caching
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Training: HPC

Training

Inference: Datacenter
Inference: Edge
Inference: Mobile
Inference: Tiny (TinyML)

13§

Ref. MLPerF
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MNIST:
Handwritten
Datasets SVHN: Streat View House Number

CIFAR: Image Classification
with 100-class (CIFAR100) /
10-class (CIFAR10)

ImageNet: Image Classification
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ToyADMOS: machine
operating sounds dataset of

COCO: Object detection dataset normal machine operating

‘ j
\
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| 2

Key Words Spotting

MARVIN!

(a) Toy car (b) Inspection device

:

Visual Wake Words

(a) ‘Person’


http://ufldl.stanford.edu/housenumbers/
http://yann.lecun.com/exdb/mnist/
https://github.com/YumaKoizumi/ToyADMOS-dataset
https://www.kaggle.com/c/tensorflow-speech-recognition-challenge/data
https://www.cs.toronto.edu/~kriz/cifar.html
https://www.image-net.org/
https://cocodataset.org/
https://github.com/ARM-software/ML-KWS-for-MCU
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Hardcore IP: HEfZIP

- BEERNRIT, PR ARAGENZRIIIRELR SoC Example:
« Softcore IP: iﬁdz? O w8 PABRH—WRTH R TE

« AVerilogZER{4HaIAIE SAIIIhEER
System-on-a-chip (SoC): i E&%t
« BNSREER— TEBNRE, —RE3
« CPU, GPU, NPU...,
- B
- A EFE
* GPIO, XJ5haY#EE
ASIC: Application-Specific Integrated Circuits ZFHEERLEEES
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Heterogenous Computing SoC e Wi
« Hardware accelerators I i
« Co-processors S

« Tons of on-chip memories il
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.|+1 2MB L2

~'E'E. t Apple M1 processor (2020)
= i 8-core ARM, 16 billion transistors
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OPs/$ or OPs/Joule E:CA;E
« Exploit problem specific parallelism, G=D/E

at thread and instructions level Software so@ Qidware solution

« Custom operational units or
“instructions” match the set of = -
operations needed for the algorithm A

C
s . : Ld A
(replace multiple instructions with Ld B \./ \/

one), custom word width arithmetic, SubD, A B

etc. Ld C D E
« Remove overhead of instruction A d(;‘(é FC - \/
storage and fetch, ALU multiplexing Div G.D.E

|
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7 clock cycles 2 clock cycle
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Integrated with processor control logic

— Task typically completes in a few cycles — Small amounts of
data

— Processor stalls waiting for the coprocessor

— Communication with coprocessor typically via registers and
dedicated control signal

@ Instruction- @ Decode @ Execute @ Writeback
Fetch

1
- -4 -
- 32 x 32 Register . L) | [
Instruction- - N | . - N
Fetch . 32 x 32 Register -D
[}

Interface Instruction 'nsg:fw“' " -
Decode Interface Instruction
- - sSuUB - Decode
ADO Critical Path! *| oot
MOV nget
usw W't
- - - npu ;
J_MicroBlaze
- FSL - Interface
L ) customized
Instruction- Decode user IP
Fetch customized
user-IP

Critical Path!
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Loosely-Coupled Co-processors

— Used for larger tasks than is the case for tightly-coupled coprocessors
— Task runs in parallel with main processor

— May take many cycles per task

— Large amounts of data that coprocessor may access independent of main processor — May or may not
use the standard coprocessor interface

Method 1

CPU w/ L1 Cache

Accelerator L2 Cache




B B Project Revisit: General Purpose VIP ANELIES
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« Vector In-Memory Processor (VIP)

* Qs:
* |s this Al ASIC? Yes!
* |s Programmable? Yes!
« Expected efficiency vs. CNN accelerators?  Lower!

PIM

Instructi R
Based VALU

{ Instructio

n Decode

on Fetch

Vs conventional vector processor:
Combing register & ALU >> PIM-Based VALU



" B Efficiency Calculation Example 1

3300 {4b/4b)
917" (BbAR)

B9 ([dbMb)
24.7 (8b/8b)

ISSCC'18 ISSCC'18 ISSCC'19 | ESSCIRC'19 | ISSCC'20 ISSCC'20 This work
(1] (2] 3] [4] (5] [6]
Technology 85nm &5nm 55nm &5nm nm 28nm 22nm
MAC operation Analog Analog Analog Dighal Analog Analog Digital
Array Size 4Kb 16Kb 3BKb 16Kb 4Kb B4Kb 64KDb
Cell Type S6T 107 TET 6T 8T 8T 6T
Push rule Yes No Yes NA Yes NA No
Wecr-Sice NA 0.067 NA 0.2272 0.0032 NA 0202
(mm)
itcel
Lt sk 0.525 NA 0.865 NA 0.053 0.25 0379
fum’)
Power Supply(V) 1808 1.2809 1 0.6~08 08 0.7-0.9 072
Inputs Bits 1 T 4 1-186 B 4-8 1-8
Weight bits 1 1 5 4mM2ne - 418 4181216
12 (4bMb) 16 (4bidb)
Output Bits 1 7 T 8-23 4 20 (8b/8b) 24 (8b/8b)
Cycle time , 4.1 (4bM4b) 10 (4bMb)
(ns) i by b A a8 84 (8b/8b) | 18" (8bi8b)
Throughput 1760 10.67 176 567 arz4 124.88 (4bMb) [ 3300 (4bidb)
(GOPS) ; : (1b/1b) (4bidb) 3048 (8b/b) | 917° (8b8b)
Energy Efficiency 556 281 184 1173 2623~6105 | 6844 (4b/db) B8 ([dbMb)
(TOPS/W) ' : (1b/1b) {4bldb) 16.63 (8b/8b) | 24.7* (8b/BY)

Y-. D. Chih, et al., ISSCC’2021
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" B Efficiency Calculation Example 2
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Technology 7nm
Array Size 4kb
Macro Area (mm?) * 0.0032
InputIWeig.h.tIOutput 4/4)4
Precision
Voltage Range (V) 0.65~1
,Cycle Time @ 0.8V (ns) 55 -
|Max Power @ 0.8V (mW) 142
Max Energy @ 0.8V (pJ) 7.8
Throughput (GOPS) 372.4
Energy Efficiency 262.3~610.5
‘1\ (TOPS/W) 351 in average

* Including testing & reconfigurable blocks

M. E. Sinangil, et al., JSSSCC"2021
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Definitions

Efficiency

Al Applications

Al, SoC, Hardcore IP, Softcore IP...

TOPS/W, TFLOPS/W...

Training, Inference, Big-Little Applications...

FPGA

ASIC
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